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Abstract Heat and salt balances in the upper 200 m are examined using data from Seaglider spatial
surveys June 2008 to January 2010 surrounding a NOAA surface mooring at Ocean Station Papa (OSP; 508N,
1458W). A least-squares approach is applied to repeat Seaglider survey and moored measurements to solve
for unknown or uncertain monthly three-dimensional circulation and vertical diffusivity. Within the surface
boundary layer, the estimated heat and salt balances are dominated throughout the surveys by turbulent
flux, vertical advection, and for heat, radiative absorption. When vertically integrated balances are consid-
ered, an estimated upwelling of cool water balances the net surface input of heat, while the corresponding
large import of salt across the halocline due to upwelling and diffusion is balanced by surface moisture
input and horizontal import of fresh water. Measurement of horizontal gradients allows the estimation of
unresolved vertical terms over more than one annual cycle; diffusivity in the upper-ocean transition layer
decreases rapidly to the depth of the maximum near-surface stratification in all months, with weak seasonal
modulation in the rate of decrease and profile amplitude. Vertical velocity is estimated to be on average
upward but with important monthly variations. Results support and expand existing evidence concerning
the importance of horizontal advection in the balances of heat and salt in the Gulf of Alaska, highlight time
and depth variability in difficult-to-measure vertical transports in the upper ocean, and suggest avenues of
further study in future observational work at OSP.

1. Introduction

Ocean Station Papa (OSP; 508N, 1458W) in the southern Gulf of Alaska (GOA) has been an important site for
the study of ocean-atmosphere exchange due to weak background flows that give rise to oceanic balances of
heat and freshwater that are often dominated for short periods by local storage and input from or removal to
the atmosphere [Gill and Niiler, 1973; Denman and Miyake, 1973]. However, over an annual cycle, the southern
GOA including OSP is a region of net transfer of heat and freshwater from the atmosphere to the ocean [Large,
1996; Moisan and Niiler, 1998; Ren and Riser, 2009; Schanze et al., 2010]. The rates of transfer greatly exceed the
observed long-term storage of these quantities in the upper ocean [Tabata, 1965; Freeland et al., 1997]. Since
there is a difference between surface inputs and local storage over a typical annual cycle at OSP, oceanic
advective or diffusive fluxes must be present to close the heat and freshwater budgets.

The mechanisms available to remove heat and freshwater are strongly influenced by upper-ocean stratifica-
tion at OSP, where a mixed layer and seasonal thermocline overlie a permanent pycnocline, the upper por-
tion of which is dominated by salinity stratification (hereinafter referred to as the ‘‘halocline;’’ Figure 1). The
structure of this stratification is such that over a year, any upwelling of cool, deep water that would be large
enough to offset the surface heat input would simultaneously increase salinity in disagreement with the
observed profiles [Tabata, 1965; Large, 1996]. This led Tabata [1965] and Large [1996] to conclude that only
weak vertical advection occurs annually which, in concert with vertical diffusion of salt, offsets the surface
freshwater input. The net heat input is instead mainly removed by horizontal advection, likely due to sea-
sonal flow acting on seasonal horizontal gradients of temperature in fall and winter, when the climatological
ocean cooling is greater than can be explained by the estimated loss of heat to the atmosphere [Large,
1996]. This process has been observed in some years [Tabata, 1965; Large et al., 1986; Paduan and deSzoeke,
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1986; Paduan and Niiler, 1993; Torruella, 1995]. Within the annual
cycle, turbulent mixing vertically redistributes surface heat and
freshwater input, transferring heat from the surface to the thermo-
cline throughout the year, and freshwater to the top of the halo-
cline in winter which strengthens and maintains the salinity
stratification there [Large, 1996; Cronin et al., 2015].

While the above description of the annual cycle is a useful concep-
tual tool, historical records and modern autonomous sampling have
demonstrated that perturbations to such a cycle are significant over
a variety of time periods, and often arise due to anomalous oceanic
fluxes rather than changes in surface inputs [Large, 1996; Jackson
et al., 2006; Crawford et al., 2007]. Processes that have been cited as
possible sources for these ocean fluxes include shifts in orientation
of the eastward-flowing North Pacific Current that passes near OSP,
alterations in patterns of atmospheric forcing of the GOA gyre, or
passing mesoscale eddies [Freeland and Cummins, 2005; Jackson
et al., 2006; Crawford et al., 2007]. It remains to account for and spe-
cifically diagnose the horizontal or vertical fluxes of heat or salt that
close these imbalances through direct in situ measurements.

From June 2008 to January 2010, Seaglider autonomous underwater
vehicles were deployed at OSP to perform spatial surveys surround-
ing a National Oceanic and Atmospheric Administration (NOAA)
Ocean Climate Stations (OCS) mooring [Pelland et al., 2016, hereinaf-
ter PEC1]. These surveys provided continuous estimates of small-
scale spatial gradients, at depths up to 1000 m, over more than one
annual cycle, a combination not previously achieved in the OSP
observational record. Here, we use results from these surveys and
moored measurements to diagnose the heat and salt balances in the
upper ocean at monthly time scales, including the effects of horizon-
tal and vertical advection, and vertical turbulent diffusion.

In PEC1, Seaglider spatial survey results were used to estimate the hor-
izontal gradients of temperature and salinity, along with vertical pro-
files of geostrophic velocity, over monthly intervals, revealing

anomalous currents and gradients that reflected the presence of a mesoscale meander of the North Pacific Cur-
rent near OSP. In this study, these quantities are used, along with concurrent surface heat and freshwater fluxes,
to pose the heat and salt balances in discrete depth bins in the upper 200 m of the water column in each
monthly interval. Since the vertical advection and turbulent diffusion terms in these balances were not mea-
sured during Seaglider surveys—and the horizontal components of advection have large uncertainties due to
errors in both gradients and currents—a least-squares method is used to determine these terms. Specifically, a
system of equations is constructed and least-squares solution obtained for the three-dimensional circulation
and vertical diffusion necessary to close time-integrated tracer balances, while deviating within reasonable error
bounds from initial estimates or physical assumptions and maintaining inequality constraints on vertical diffusiv-
ities. This method—least squares with inequality constraints [Lawson and Hanson, 1974]—has wide precedent
for determining unknown or uncertain velocity and diffusivity components from tracer data in oceanographic
or limnologic problems [Olbers et al., 1985; Hogg, 1987; Tziperman and Hecht, 1988; Zhang and Hogg, 1992;
Wunsch, 1996; Anokhin et al., 2008], including in the OSP area by Matear [1993].

Commonly, such an approach of determining transports from tracer data and assumed dynamics is referred
to as an ‘‘inverse’’ method [e.g., Matear, 1993]. We acknowledge this terminology while making the distinc-
tion that the problem considered in this study is overconstrained (has more independent governing equa-
tions than unknown quantities), in contrast to the traditional definition of an inverse method in
oceanography as applying to an underdetermined system [Wunsch, 1978]. In what follows, section 2.1 sum-
marizes the available observations and surface fluxes. Sections 2.2 and 2.3 describe the methodology of the
least-squares problem. In section 3, the least-squares estimates of circulation and diffusion are described,

Figure 1. Monthly average vertical profiles
of potential temperature h (black curves)
and salinity S (gray curves) from Seaglider
surveys at Ocean Station Papa (508N, 1458W),
in July 2008 (solid curves) and February 2009
(dashed). Horizontal axes for h (S) are scaled
by the thermal expansion (haline contrac-
tion) coefficient appropriate for average con-
ditions at the surface; i.e., curves are scaled
according to their contribution to density
stratification. Data from Pelland et al. [2016].
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and these estimates are then used to diagnose heat and salt balances in different depth ranges within the
upper 200 m during Seaglider surveys at OSP. Section 4 discusses these results, and the identified profiles
of vertical velocity and turbulent diffusion, in the context of previous studies. Conclusions and implications
for future studies at OSP follow in section 5.

2. Data and Methods

2.1. Measurements and Surface Fluxes
Individual Seagliders [Eriksen et al., 2001] surveyed at OSP from 8 June 2008 to 18 January 2010 in a
sequence of three individual deployments. Seaglider (SG) 144 was deployed from 8 June to 30 August
2008, SG120 from 30 August 2008 to 14 June 2009, and SG144 again from 14 June 2009 to 18 January 2010.
Sampling strategy and processing methods are described in detail in PEC1 and Pelland [2015] and are sum-
marized here. Seagliders performed 1693 dive-climb cycles, collecting 3386 vertical profiles, while sampling
temperature, salinity, pressure, dissolved oxygen, fluorescence, and optical backscatter from the surface to
1000 m depth along a 1:3 vertical:horizontal nominal glide slope. Seagliders sampled within a 50 3 50 km
box encompassing the NOAA OCS mooring site, repeating a ‘‘bowtie’’-shaped navigational track every 14.5
days on average. Each repeat consisted of 36–59 (median 43) dive-climb cycles. For each dive-climb cycle,
comparison of Seaglider dead-reckoned horizontal displacement to the observed difference between sur-
face positions gave an estimate of 0–1000 m depth-averaged current (DAC).

Seaglider samples of potential temperature h, salinity S, dissolved oxygen per unit mass of seawater [O2],
and density q in the top 200 m were bin-averaged in depth for each profile. Depth bin spacing was 2 m ver-
tically in the top 150 m, and 5 m from 150 to 200 m depth, which is the lower boundary of the vertical
domain considered in this study, as will be described below. Horizontal gradients of scalar variables in each
bin were estimated over monthly time intervals using multivariable least-squares regression fits to observa-
tions as a function of space and time (PEC1). The monthly time interval corresponds to roughly the time
required for a glider to make two complete occupations of the transect pattern, and is the finest time scale
on which it can be reasonably expected that the Seaglider surveys provide useful estimates of horizontal
gradients in the 50 3 50 km box around OSP. Horizontal density gradients were used to estimate monthly
geostrophic velocity profiles referenced to DAC estimates, making them absolute. Horizontal h/S gradients
and geostrophic currents estimated in this manner are reported in PEC1.

Additionally, in this study, vertical profiles of h and S at the center of the Seaglider track pattern were esti-
mated at the temporal boundaries between monthly intervals, for use in evaluating the local rate-of-change
within each month. These values were estimated using a form of local regression estimation [Cleveland and
Devlin, 1988; Ridgway et al., 2002]: a multivariable regression as a function of space and time, of the same
form as used to estimate horizontal gradients in PEC1, was fit to observations of h or S in a depth bin within
615 days of the beginning and end of each month, and evaluated at the track center location and day of
interest. Results of this procedure are shown for selected depths in Figure 2.

When available, we used daily averaged net surface heat and moisture fluxes estimated by Cronin et al.
[2015] from observations collected by the NOAA OCS mooring deployed at OSP from June 2007 to present.
The OCS mooring samples wind speed and direction, air temperature, relative humidity, downwelling short
and longwave radiation, rain rate, and barometric pressure. The sampling strategies for these instruments
are described by Cronin et al. [2013, 2015], while measurement errors are discussed in Kubota et al. [2008].
During gaps in the mooring time series, surface heat and moisture flux components were obtained from
the Objectively Analyzed air-sea Fluxes for the Global Oceans (OAFLUX) data set [Yu and Weller, 2007], the
International Satellite Cloud Climatology Project (ISCCP) [Zhang et al., 2004], and the Global Precipitation Cli-
matology Project (GPCP) [Huffman et al., 2001]. Corrections were applied to the ISCCP outgoing longwave
radiative and OAFLUX sensible heat flux components, as well as the OAFLUX evaporation and GPCP precipi-
tation, to remove inferred biases relative to the moored data. Details regarding calculation of the compo-
nents of the surface heat and moisture fluxes are provided in Appendix A.

This study also used wind stress curl estimates derived from the Cross-Calibrated Multi-Platform (CCMP)
L3.0 6 hourly 0.258 gridded winds obtained from the Physical Oceanography Distributed Active Archive Cen-
ter (PODAAC). Climatological temperature and salinity data were obtained from the 2005–2012 1/48 decadal
climatology product in the 2013 World Ocean Atlas (WOA) [Boyer et al., 2013].
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2.2. Least-Squares Problem Formulation
2.2.1. Governing Equations
Following Large [1996], the vertical domain in this study is limited to the upper 200 m, within which the
direct influence of surface forcing is reliably confined. The analysis is based on simplified versions of the
heat and salt conservation equations appropriate to the upper ocean:
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where D/Dt is the material derivative, (u, v, w), respectively, indicates the zonal, meridional, and vertical com-
ponents of velocity, w0h0 (w0S0 ) is the vertical turbulent flux of temperature (salinity), and I(z) is the (positive
upward) solar radiative heat flux (W m22). In (1) the volumetric heat capacity has been assumed constant

Figure 2. Monthly variation in potential temperature h (a) and salinity (b) at selected depths during Seaglider surveys at Ocean Station
Papa, with alternating black and gray curves to aid visualization. Data represent estimates at center of track pattern obtained via local
regression estimation as described in section 2.1.
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(q0cp � 4:09233 106 J 8C21 m23) and convergence of horizontal turbulent flux has been neglected in both
(1) and (2). Surface boundary conditions for the vertical turbulent flux profiles are given by [Large, 1996]

w0h0 05ðq0cpÞ21ðQLW 1QL1QHÞ; (3)

w0S0 052S0ðE2PÞ; (4)

where QLW, QL, and QH are, respectively, the longwave, latent, and sensible components of surface heat flux,
S0 is the surface salinity, while E and P are, respectively, the surface evaporation and precipitation (cm d21).
The surface shortwave radiative heat flux QS provides the surface boundary condition for I(z), and its decay
with depth is assumed to be consistent with Jerlov Type IA water [Paulson and Simpson, 1977].

Equations based on the balances (1) and (2), described below, were posed in each of 86 depth bins that
span the surface to 200 m depth (section 2.1), and for each of 20 partial or complete calendar months sam-
pled during the Seaglider time series. The approach is to consider the relatively more uncertain quantities
in (1) and (2) as unknowns within this system of equations, and to find the set of unknowns that best satis-
fies these equations, while also deviating as little as possible from initial estimates or a priori expectations.
In (1) and (2), estimates of horizontal and vertical gradients and time derivatives of h and S, as well as hori-
zontal geostrophic velocity are available from Seaglider surveys at monthly intervals (section 2.1, PEC1). The
surface boundary conditions (3) and (4) are also well-constrained during Seaglider surveys from monthly
averages of the OCS mooring and remote sensing surface fluxes. Collectively, these variables are relatively
more certain than the subsurface vertical turbulent fluxes or w, which were not measured during Seaglider
surveys at OSP. Comparison of modeled versus observed glider descent and ascent rates allows inference
of w from Seaglider profiling for strong variations over short periods [Frajka-Williams et al., 2011; Beaird
et al., 2012], but this approach fails on the monthly time scales considered here.

Vertical velocity and turbulent fluxes are treated as unknowns because they were not directly measured
during Seaglider surveys. Since estimates of u and v and horizontal gradients are available from PEC1, it
would be possible to use these to compute horizontal advection in (1) and (2) and solve the system of equa-
tions for only the unknown w and turbulent fluxes. However, using this approach in a similar least-squares
problem yielded temporal mean-square residual errors in the tracer equations that exceeded the observed
variance in the halocline [Pelland, 2015] and unrealistically large-magnitude vertical diffusivity profiles (data
not shown). Although estimates of geostrophic currents from PEC1 were shown to be in good qualitative
agreement with measurements from two independent platforms, computing advection from these currents
involves the product of the currents and horizontal gradients, which each contain error. Both variable types
cannot be treated as unknowns in a linear problem, since they appear as a product in the governing equa-
tions. For simplicity, we treat only horizontal velocity components as unknowns. This has the advantage
that, for each depth bin, there are only two unknown horizontal velocity components, as opposed to four
unknown h and S horizontal gradient components. Note that the term ‘‘unknown’’ is therefore used in a
mathematical sense to refer to elements of the least-squares solution that are to be obtained, and that
unknowns in this problem in fact include both unmeasured (w and turbulent fluxes) and uncertain (u and v)
quantities. Additional equations described below will be added to the problem to constrain the u and v
solution elements within a reasonable error bound from the initial estimates obtained in PEC1.

The system of governing equations is based on discretized versions of the time-integrated heat and salt bal-
ances in the upper 200 m during Seaglider surveys at OSP. Integrating (1) between a starting time ts and
final time tf yields
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where s represents a dummy variable of integration with respect to time, and the equation has been rear-
ranged from (1) such that all terms containing unknowns (u, v, w, w0h0 ) are on the right-hand side. The
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balance (5) is discretized, in each depth bin, for time integrals that extend from the initiation of the time
series to the end of each of 20 monthly intervals as described above. These equations take the form
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where subscripts refer to depth bin i and monthly interval j. Partial subscripts refer to quantities evaluated
at the bin or interval boundaries; i.e., hi;0:5 refers to h in depth bin i at the beginning of the first monthly
interval, 8 June 2008 (section 2.1). The variable Dzi refers to the thickness of bin i, and Dtj is the duration of
interval j.

For each of Nd 5 86 depth bins i, the balance (6) is used to write 20 equations, each based on summations
taken from j 5 1 to j 5 M, where M51; 2; . . . ; 20. An additional 20 equations are written for the vertical inte-
gral of these balances across the upper 200 m. Similar equations are written for the time-integrated salinity
balance, yielding 2MðNd11Þ53480 tracer equations.

We chose to formulate the system using time-integrated balances of h and S in order to more fully incorpo-
rate the scope of information provided by the persistence of Seaglider surveys over 18 months at OSP; i.e.,
to approach the problem in a ‘‘global’’ rather than ‘‘local’’ sense. Examination of (6) reveals that the
unknowns of a given monthly interval appear in any equation in which the time-integral is taken to the end
of that month or later—for example, ui;1 appears in all 20 equations at depth i. This would not be the case if
the tendency balances (1) and (2) were solved independently in each monthly interval (local approach).
Whereas the local approach would find a solution that minimizes the sum of square errors in each monthly
interval, the global approach minimizes the sum of squares of the cumulative (in time) errors from the initia-
tion of the time series. Observations of h or S made at any point after the initiation of the time series pro-
vide information about the unknown physical transports at earlier times [Wunsch, 1996], and formulating
the least-squares problem in terms of the time integral (5) is a way of including this information when deter-
mining the solution elements.
2.2.2. Parameterizing the Unknowns
Within the system of tracer equations, there are 2MNd53440 u and v geostrophic velocity components to
be estimated. Monthly average horizontal Ekman velocities are not considered, though the solution is not
sensitive to their inclusion, and an alternate solution in which Ekman velocities were specified did not have
uniformly smaller tracer residuals [Pelland, 2015, see also discussion in section 4.3]. Beyond geostrophic u
and v, there are additional unknown vertical velocities and turbulent fluxes. The number of elements of the
solution vector related to these quantities was reduced in comparison to u or v by using a series of simplify-
ing assumptions and parameterizations, described next.

First, in each monthly interval, the upper 200 m was partitioned into three layers which are, in order of
increasing depth, an unstratified surface layer (SL), a stratified transition layer (TL), and an interior layer
(INT). These layers were chosen primarily to reflect the typical vertical structure of upper-ocean turbulence,
in which turbulent fluxes are expected to be much larger in the SL and TL than INT [e.g., Sun et al., 2013].
The layers were defined in each month using the monthly average profile of square buoyancy frequency,
representative of density stratification absent the effects of compressibility, N252gða@h=@z2b@S=@zÞ,
where g is gravitational acceleration, and a (b) is the thermal expansion (haline contraction) coefficient as
defined in McDougall [1984]. The shallowest depth of the TL in each interval was defined as the first depth
bin greater than 10 m at which N2 reaches 10% of its peak value in the average profile from that month.
The TL extends from this depth (z52hj) to the first bin at least 50 m deeper (z52Hj). This value was chosen
such that the TL thickness would be great enough to resolve the decrease in turbulent fluxes to background
levels in all months; 50 m was the approximate maximum thickness of the TL observed in microstructure
surveys in multiple locations and seasons by Sun et al. [2013]. The INT region extends between the base of
the TL and 200 m depth. These layers are illustrated for August 2008 (j 5 3) in Figure 3.

In the TL and INT, where turbulence is assumed to be primarily locally driven [Large et al., 1994], turbulent
flux is parameterized as w0ðh; SÞ052j@ðh; SÞ=@z, where j is a vertical eddy diffusivity. An unknown j is esti-
mated on the upper and lower interfaces of each TL bin [LeVeque, 2007, Figure 3]. In the INT, it is assumed
that j5jINT51025 m2 s21, reflecting weak, internal wave-driven vertical diffusivity values typically observed
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in the upper deep ocean [Ledwell et al.,
1993; Waterhouse et al., 2014]. This
value is also consistent with lower
boundary conditions used in one-
dimensional models that have success-
fully simulated the upper-ocean
annual cycle at OSP [Large et al., 1994;
Large, 1996].

In the SL, turbulence may be nonlo-
cally driven, such as during surface
buoyancy loss and free convection,
which often invalidates the parameter-
ization of turbulent flux as propor-
tional to the vertical gradient and an
eddy diffusivity there. No attempt is
made to resolve the vertical structure
of turbulent flux in the SL in this study.
Instead, monthly turbulent flux profiles
are assumed to vary linearly between
the shallowest TL bin and the specified
surface values from (3) and (4); equiva-
lently, the net monthly convergence or
divergence of heat and salt due to tur-
bulent fluxes is assumed to be verti-
cally constant in the SL. A linear flux
profile was assumed because, as will
be shown, vertical profiles of @h=@t
and @S=@t within the SL, where the
turbulent fluxes are most important,
are nearly constant in most months,

suggestive of a vertically constant net convergence/divergence at monthly scales. For consistency, the solar
radiation profile in the SL is also assumed to be linear in this scheme—although the instantaneous profile
has an exponential vertical form [Paulson and Simpson, 1977], over monthly time scales, absorbed radiation
is stirred and mixed vertically within the SL, such that the effective radiative absorption at monthly scales is
more vertically uniform. It is therefore emphasized that the turbulent and radiative flux profiles obtained
here are not intended to be representative of instantaneous conditions, but rather effective profiles aver-
aged over a monthly scale.

It is also assumed that w varies linearly within the SL in each month (@w=@z assumed constant) between a
value of w 5 0 at z 5 0 and its value estimated by the solution and the top of the TL [Large et al., 1986]. The
results are not very sensitive to this assumption, since there is little vertical thermal or haline stratification
within the SL, with the result that vertical advection there is a small term in the balances (1) and (2).

As a result of the above assumptions, the least-squares problem solves for turbulent diffusivity only within
the TL, and for vertical velocity only within the TL and INT. This results in 1223 unknown w and 538
unknown j values, which together with 3440 u, v values give a full set of 5201 unknowns.
2.2.3. Additional Constraints and Global System of Equations
To overconstrain the system, additional equations include information about the known or assumed prop-
erties of the solution elements. These will be referred to as the dynamical equations, in contrast to the tracer
equations described in section 2.2.1. The reasoning in adding these equations was to make the minimum
number of additional assumptions that would provide independent constraints on the slope and offset of
the vertical profiles of u, v, and w estimated in each month, while also utilizing a priori estimates from PEC1.
For the u and v elements, equations are included to penalize departures of the monthly vertical shear and
top 200 m integrated transport in the solution from the initial estimates of these quantities in PEC1. Further
equations penalize the divergence of w in the TL and INT for deviations from a steady, linear vorticity

Figure 3. Monthly mean square buoyancy frequency N2 in August 2008 (gray
curve) and arrangement of least-squares problem vertical layers for this month
(section 2.2). Markers in gray curve are N2 values in each depth bin. The Transition
Layer (TL) is bounded by depths z52hj and z52Hj for time interval j, as shown
at left. Diffusivities at the interfaces above and below transition layer depth grid
points (indicated by solid black lines/points) are included in the vector of
unknowns. The peak in N2 centered at z 5 230 m is the top of the seasonal
thermocline, which is present in summer at Ocean Station Papa. The weaker peak
at z 5 2125 m represents the salinity-stratified permanent halocline, which is
present in all months (Figure 1).
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balance appropriate for the weak flow observed at OSP during Seaglider surveys [Rhines, 1986; Matear,
1993, PEC1], bv5f@w=@z, where f is the Coriolis parameter, b its meridional gradient, and here v is esti-
mated by the least-squares solution. These equations provide constraints on the shape of the w profile
deeper than the SL; its offset is constrained by equations that penalize deviation of w from that expected in
each month based on the assumption of a rigid lid and viscid, steady, linear vorticity balance in the Ekman
layer forced by CCMP wind stress curl [Cronin et al., 2013, 2015]:

wðz52HEk
j Þ52

b
f

ð0
2HEk

j

vdz1ðq0f Þ21r3~s: (7)

This balance assumes that advection of planetary vorticity due to meridional Ekman currents is negligible,
and that the surface stress is not strongly modified by the surface geostrophic shear [Cronin and Tozuka,
2016]. In each month, the equation (7) is posed 25 m deeper than the base of the SL, at a depth denoted
z52HEk

j � 2ðhj125mÞ, at which the turbulent stress is assumed to vanish. This depth was chosen based
on previous observations showing wind-forced Ekman currents, and implicitly, turbulent stresses, penetrat-
ing below the well-mixed SL [Rudnick, 2003].

Together, the dynamical constraints provide an additional 4723 equations. Appending these to the tracer
equations results in a system of 8203 equations in 5201 unknowns, expressed in linear form as

A~x5~b1~�; (8)

where~x is a 5201 3 1 vector of unknown u, v, w, and j in all 20 monthly intervals, and A is a sparsely popu-
lated 8203 3 5201 matrix of coefficients of these unknowns. Each row of this matrix corresponds to one
equation of the system, and the values in each column represent the coefficients of the unknowns that
appear in that equation. As an example, in rows corresponding to the potential temperature equations dis-
cretized by (6), columns corresponding to uij, vij unknowns include 2Dtj@h=@xjij; 2Dtj@h=@yjij , respectively.
Here~� represents the 8203 3 1 vector of residual errors in each row of the system, and~b is a vector of inho-
mogeneous terms. For tracer equations, these terms include h or S changes from the time series onset and
radiative fluxes as in (6), and may also include surface turbulent fluxes, or diffusive fluxes in the INT layer,
depending on the depth level and month. In the dynamical equations, inhomogeneous terms include the
expected values of vertical shear, transport, divergence, and vertical velocity.

2.3. Scaling and Inequality Constraints
The system is multiplied by a row-scaling matrix W1=2, giving

W1=2A~x5W1=2~b1W1=2~�; (9)

and the solution is taken to be the vector~x that minimizes the norm of the scaled residuals,~�TW~� where
superscript T indicates a transpose, subject to the following inequality constraints:

H~x � ~m; (10)

where H is a 538 3 5201 matrix and ~m is a 538 3 1 vector, both of which are specified such that all 538 TL
diffusivities in the solution vector are required to be positive and at least as large as the assumed jINT. This
constraint reflects known properties of stratified upper-ocean turbulence, in which diffusivity is positive and
rapidly decays vertically from an elevated value at the base of the SL to weak interior values [e.g., Sun et al.,
2013].

The role of the matrix W1=2 is to normalize the system such that all residuals have similar dimensions. Ide-
ally, it is chosen such that its matrix square W is the inverse of the covariance matrix of the residuals h~�~�Ti
[Wiggins, 1972; Wunsch, 1978; Olbers et al., 1985; Zhang and Hogg, 1992]. In practice, the residual covariance
structure is not known a priori, and selection of W1=2 relies on some subjective judgment regarding the
error structure [Olbers et al., 1985; Hogg, 1987]. Here, in an approach similar to Olbers et al. [1985], W1=2 is
specified as diagonal with each diagonal element chosen to be the product of two constants, one of which
normalizes the residual based on the assumed error in the corresponding row of the system (8), while the
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second accounts for the depth extent corresponding to each row. The scaling factors for each equation
type are listed in Table 1.

For the dynamical equations, the assumed square errors are based on the estimated size of errors in geo-
strophic shear, horizontal transport, or wind stress curl, or in the case of equations governing @w=@z, the
size of the omitted terms in the linear, steady vorticity balance (Table 1). For the tracer equations, the
square error in each row is assumed proportional to the variance of h or S at the corresponding depth
level of that row. This choice was made because the time variance of each tracer differs between depth
levels of the upper ocean (Figure 2). It is reasoned that for temperature, for example, a large error in a
near-surface depth bin (where variance is large) and a small error in a depth bin near 200 m (where the
variance is weak) should each contribute equally to the norm of the scaled residuals. Different propor-
tions of the variance were tried as scaling factors; it was found that normalizing the tracer budget errors
by 20% of the variance at each depth level gave scaled residuals in the tracer equations that were of simi-
lar dimension to those in the dynamical equations. This approach is similar to that used in the study of
Zhang and Hogg [1992].

The scaled system (9) subject to the constraints (10) was solved using the ‘‘Problem LSI/LDP’’ algorithm
described in Lawson and Hanson [1974, example given on p.170]. Diagnostics of the system (9), and descrip-
tion of the calculation of confidence bounds on the solution elements, are included in Appendix B.

3. Results

3.1. Tracer Residuals
Once a solution is obtained, using the governing equations, e.g., (6) for h, the circulation and diffusivity in
the solution~x give an estimate of the change in potential temperature or salinity between the time series
onset and any later time. It is convenient to add this value to the observed h or S at the time series onset, to
give a ‘‘solution estimate’’ of the monthly time record of each scalar variable—these are denoted ĥ and Ŝ,

Table 1. Squared Row-Scaling Factors Applied to the System (9), by Equation Typea

Equation Type Square Scaling Factor Notes

hðz; tÞ DðzÞ
200m

	 

1

0:2r2ðhðz;tÞÞ r2ðhðz; tÞÞ indicates temporal variance of h at depth z; DðzÞ is vertical
thickness of bin centered at depth z.

S(z, t) DðzÞ
200m

	 

1

0:2r2ðSðz;tÞÞð0
2200m

hðz; tÞdz

1

0:2r2
Ð

hdz
� �

ð0
2200m

Sðz; tÞdz 1

0:2r2
Ð

Sdz
� �

@u=@z; @v=@z DðzÞ
200m

	 

1

F21
0:95ðz;tÞ½ �2 F21

0:95ðz; tÞ is the estimated 95% upper bound on the magnitude of errors
in vertical shear at depth z and at time t, based on errors in horizontal
gradients of density (PEC1).ð0

2200m

udz;
ð0

2200m

vdz 1
200m30:01ms21ð Þ2 Assumed depth-average current error of 0.01 m s21.

@w=@z DðzÞ
ð200m2hj Þ

1
ð1:731029 s21Þ2 Magnitude of omitted unsteady term in linear, inviscid vorticity balance,

based on time-derivative of vertical vorticity of depth-average flow
(PEC1). Scaling applied for bins centered deeper than
z52HEk

j 52ðhj125mÞ, the assumed depth at which turbulent stress
� 0 (section 2.2.3).

DðzÞ
ð200m2hj Þ

qfHEk
j

jr3~s j

	 
2

Magnitude of omitted viscous terms in bv5f@w=@z balance scale as
�jWEk j=HEk

j , where jWEk j5jr3~sj=ðqf Þ50:088 m d21 is a characteristic
Ekman velocity magnitude. Applied for bins shallower than z52HEk

j .
wð2HEk

j Þ
qf

erðhr3~siÞ

	 
2
erðhr3~siÞ56:731027 N m23 determined based on root-mean-square

difference in monthly average wind stress between mooring and
Cross-Calibrated Multi-Platform (CCMP) product; error in wind stress
curl determined assuming error in each gradient component is
independent, and has length scale given by CCMP grid resolution.

aThe square root of these factors are the diagonal elements of the matrix W1=2. PEC1 refers to Pelland et al. [2016].
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respectively. In effect, by seeking to minimize the square residual in the integrated tracer equations, the
problem seeks to minimize the square difference ĥ2h and Ŝ2S.

Figure 4a shows profiles of residual for solution potential temperature (ĥ2h) at the end of all 20 time
intervals. Solution residuals in general decrease vertically in accord with the time-variance of potential
temperature, which follows from the formulation of the scaling factors as discussed in section 2.3. The
majority (91.3%) of residuals are of magnitude of a degree or less, and the largest are found in the TL in
Fall 2008 and throughout the TL and SL in the 1 July 2009 solution profile. The normalized mean-square
residual (NMSR)—that is, the time-average square residual value in each depth bin, divided by the time
variance of temperature in that bin—is 0.2 or less at 47 of 86 depth levels, and its vertical average is
0.194 if the varying thicknesses of each depth level are accounted for (0.210 without accounting for
thickness; Figure 4a).

The structure of solution salinity residuals (Ŝ2S) is more vertically uniform than that of potential tempera-
ture (Figure 4b). The greatest magnitude residuals are in the INT region, where salinity variance is also
greatest, and in the TL region when the SL is deep enough that the TL extends vertically into the
halocline (e.g., Winter 2009). Salinity NMSR is less than 0.2 at 46 of 86 depth grid points and thickness-
weighted NMSR 5 0.217. Salinity NMSR is generally elevated in the top 70 m in comparison to temperature
(Figure 4b).

Figure 5 shows the solution potential temperature and salinity in comparison to the observations when
averaged over four zones in the top 200 m. The first two zones (SL, TL) follow from the definitions described

Figure 4. Residuals (a) ĥ2h and (b) Ŝ2S, where h (S) is the observed potential temperature (salinity) and ĥ (Ŝ) are estimated by the least-
squares solution. Black lines show profiles of the residuals at the end of each monthly time interval (scale at top left; 10 d 5 18C in Figure
4a and 0.1 parts per thousand in Figure 4b). Red-dashed lines indicate boundaries between vertical domains: SL 5 surface layer, TL 5

transition layer, INT 5 interior region (section 2.2). Gray profile plotted at right in each plot shows the normalized mean-square residual
(NMSR), which is the mean-square error as a fraction of the time variance, as a function of depth. The red-dashed vertical line indicates an
NMSR of 20%.
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above. The lower two zones are a partition of the INT region above and below 120 m—the upper of these
two is referred to as the remnant thermocline (abbreviated RemTherm in this figure) and the lower of the two
is denoted halocline (HaloCln). Note that there are times during the winter when the upper boundary of INT is
deeper than 120 m and thus the remnant thermocline zone is undefined during these months (discontinuities
in the remnant thermocline record displayed in Figure 5). When averaged over this vertical scale, the solution
transports correctly reproduce the observed bulk vertical stratification in temperature and salinity for all time
interval edge profiles except one: the solution remnant thermocline is cooler than the halocline by 0.118C at 1
December 2008, while in the observations, the remnant thermocline is warmer by 0.148C. Residuals for tracers
integrated over the top 120 m or 120–200 m are discussed further in section 3.3.2.

3.2. Physical Transports
3.2.1. Three-Dimensional Circulation
Horizontal velocities estimated by the solution,~uLS, are shown in Figure 6. These are compared to the geo-
strophic velocities reported in PEC1,~ug, to which~uLS were constrained to be similar (section 2.2.3). In both
~ug and~uLS, the flow is nearly unidirectional in the top 200 m in each month, with progression of moderate
poleward flow during the first 9 months of the time series that rotates counterclockwise and weakens over
the remaining months (Figure 6). Solution velocities mostly fall within 1 cm s21 of ~ug (light gray ellipses),
and have confidence bounds that are smaller than this value (Figure 6). Root-mean-square (RMS) magni-
tudes of the differences in velocity jD~uj5j~ug

2~uLSj between the solution and estimates from PEC1 vary from
0.9 to 1.0 cm s21 at each of the four depths considered in Figure 6. The RMS magnitude of the offset in 0–
200 m depth average velocity between the solution and the estimates from PEC1 is 0.78 cm s21.

Profiles of vertical velocity estimated by the solution are shown in Figure 7. Profiles in the upper row (June
2008 to March 2009) exhibit a consistent increase with height, while those in the lower row (April 2009-on)
appear nearly nondivergent, consistent with the time series of poleward flow and the steady, linear vorticity
balance (section 2.2.3). In both time periods, the divergence within the interior is weak relative to the offset
of each profile, and profiles of w are relatively uniform across the top 200 m with the exception of the SL.
Dashed lines extending across the SL in Figure 7 reflect the interpolated vertical velocity within this zone
(section 2.2.2). Vertical velocity profiles estimated by the least-squares solution have confidence intervals

Figure 5. Temperature and salinity, averaged vertically in distinct zones. Black lines show observed values and dashed gray lines show those obtained from observed surface fluxes and
transports from the solution to the system (9). Vertical averages are taken over four zones, in order of decreasing depth, the surface layer (SL), transition layer (TL), remnant thermocline
(RemTherm), and halocline (HaloCln) as defined in the text.
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approximately 60.05 m d21 with weak vertical structure; profiles are relatively more uncertain near the sur-
face than at depth.

Upwelling 25 m below the SL (at z52HEk
j , section 2.2.3) in the least-squares solution, denoted wLS, varies by

as much as 0.61 m d21 month-to-month (Figure 8). Three additional time series are shown in this figure.
The first of these, denoted wLS2 , is wLS minus the effect of vortex stretching of the meridional velocity shal-
lower than z52HEk

j :

wLS25wðz52HEk
j Þ1

b
f

ð0
2HEk

j

vLS
j dz; (11)

Figure 6. Horizontal velocities estimated by the least-squares solution (~uLS , black) and geostrophic velocities reference to observed
0–1000 m depth-averaged current (~ug , gray; reported in Pelland et al. [2016]) at four selected depths. Scale vector (dashed black; 1 cm
s21 5 10 d northward) at far left for each row. Text at right of each row indicates the depth of velocity estimates and the root-mean-
square (RMS) magnitude of the difference between observed and solution velocities. Dark gray (light gray) ellipses represent confidence
bounds for~uLS (1 cm s21 for~ug).

Figure 7. Monthly profiles of vertical velocity w estimated by the least-squares solution (black curves), with confidence intervals (CI; gray
shading). Dotted curves indicate the assumed w profile within the surface layer (SL) which is interpolated between the value estimated at
the uppermost transition layer point and w 5 0 at z 5 0.
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which by (7) is the quantity that is most comparable to the estimated wind stress curl. Here vLS
j is the meridional

velocity estimated by the least-squares solution in monthly interval j. In this case, accounting for the upwelling due
to meridional flow shallower than z52HEk

j results in a negligible correction to wLS. The second additional time
series, denoted wb, is an estimate of w at z52HEk

j formed under the estimate of purely linear flow (bvg5f@wb=@z,
with vg estimated in PEC1), referenced such that density is nearly conserved in the stratified halocline; i.e., vertical
advection of density must as close as possible balance the horizontal advection due to~ug and time rate-of-
change. The variations in wb clearly correlate with those in wLS, though have differences in each month of
up to 0.29 m d21. The final curve in Figure 8 is the expected upwelling due to monthly average wind stress
curl calculated from the CCMP product, wC5ðqf Þ21ðr3~sÞ. The month-to-month variations in corrected
wLS2 correlate with wC (correlation coefficient r 5 0.63; t53:45 > t0:97552:09 for m 5 19 using a two-sided
Student’s t test), but with gain of 1.45:1 and a net positive offset. Mean estimated upwelling at z52HEk

j dur-
ing the time series is 0.116 m d21 (42.5 m yr21) while the mean estimated upwelling due to CCMP wind
stress curl is 0.013 m d21 (4.7 m yr21).
3.2.2. Diffusivity and TL Structure
The estimated diffusivity profiles in the TL exhibit consistent shape and amplitude throughout the
Seaglider survey time series (Figure 9). Diffusivity j approaches 1023 m2 s21 at the top of the TL and
quenches rapidly with depth in the seasonal thermocline or halocline. The depth of maximum stratifica-
tion in the TL (stratification profiles are indicated by background shaded curves in Figure 9) forms
a consistent boundary above which the steepest decreases with depth in j are estimated by the least-
squares solution. The slope of log10ðjÞ indicates a decay with depth in this range of about a decade
per 10 m.

Confidence intervals on j indicate that this variable is also best resolved by the least-squares solution
shallower than the depth of peak stratification (Figure 9b). At the top of the TL, confidence bounds on j
are small in most months and exclude the assumed jINT in all months except September 2008 and April
2009. These confidence bounds are small to a greater depth in the TL during October 2008 to March
2009, and November 2009, which is in conjunction with a greater depth of maximum stratification in
those months (Figure 9b).

The consistent vertical structure of the decay of diffusivity with depth from the peak value at the top of
the TL is evident in a composite of monthly diffusivity profiles (Figure 10a). In this figure, each profile has
been normalized (jnorm) by subtracting the assumed jINT and dividing by the profile amplitude, that is,
the amount by which the peak diffusivity at the top of the TL (jh) is elevated above the interior
diffusivity:

Figure 8. Vertical velocity w 25 m below the base of the SL, at z52HEk
j . Vertical velocity estimated from the least-squares solution is

denoted wLS (black curve with triangle markers); whiskers indicate its confidence interval in each month. This is compared to three addi-
tional time series, described in section 3.2.1: wLS minus the effect of vortex stretching shallower than z52HEk

j (wLS2), upwelling estimated
independent of the least-squares solution (wb), and upwelling expected due to wind stress curl (wC).
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jnorm5
j2jINT

jh2jINT
: (12)

This normalization is chosen to isolate the structure of the decay with depth of diffusivity in each profile,
independent of the profile maximum value. The vertical coordinate is the height above the TL top
(zTL � z1hj), which aligns all 20 months. Normalized profiles exhibit an approximately exponential decrease
from the peak values at the base of the SL. Fitting an exponential to the profile for each month gives e-fold-
ing scales that vary from 2.4 to 10.3 m, with a mean value of 4.5 m. If a mean profile is first constructed, and
an exponential fit to this profile, the e-folding scale is 4.4 m. Deeper than �20 m below the SL, the profiles
do not decay quite as quickly as an exponential function (Figure 10a), though as noted above, the profiles
are not well-resolved there in most months. Shallower than 15 m the exponential is a very good approxima-
tion. A power-law curve with form ĵ5c13½2ðz1hÞ�2c2 gave better results when fitted to the mean profile
for zTL � 210 m. The best-fit power-law curve had coefficients c152:05 and c251:27.

The stratification and jnorm profiles in Figures 10b and 10c are divided into two corresponding seasonal
groupings, based on visual inspection and seasonal changes in TL stratification. High stratification profiles
(red lines in Figures 10b and 10c) correspond to July–November 2008 and July–October 2009 (labeled ‘‘sum-
mer/fall’’). The summer/fall diffusivity profiles estimated by the solution decay more rapidly with depth than
the profiles from other months (Figure 10c). The composite summer/fall profile has an e-folding scale of 3.3
versus 5.3 m for the winter/spring profiles.

Figure 11 shows the diffusivity estimated at two depths within the TL: at the level of peak N2 within the TL,
and at the top of the TL/base of the SL, the shallowest depth bin greater than 10 m at which N2 is 10% of its
peak value (section 2.2.2). The weakest diffusivities are estimated during the spring restratification period
(April and May of 2009) and during September 2008, while the highest diffusivities are estimated in Octo-
ber–December 2008, and August–November 2009. The mean j at the top of the TL in October–December
during Seaglider surveys was estimated to be a factor of 1.69 larger than during June–August.

Figure 9. Vertical eddy diffusivity j estimated by the least-squares solution, versus (a) height and (b) height above the transition layer (TL)
top. In Figure 9a, black dots indicate profiles of j (estimated only in TL), plotted on a logarithmic scale relative to the center of each time
interval. Solid line in each month indicates the assumed deep jINT value of 1025 m2 s21. Gray-dotted grid lines indicate diffusivity increases
of 1 and 2 decades, respectively (labeled at top for December 2008). Background-shaded profiles indicate the monthly average square
buoyancy frequency profile (first dotted line 5 2.5 31024 s22). In Figure 9b, blue-shaded regions indicate confidence bounds on j. Red
dots indicate portions of the j profile where the confidence bounds exclude jINT.
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3.3. Heat and Salt Balances
3.3.1. Depth-Resolved Balances
The estimated advection, diffusion, and storage terms in the h and S balances (1) and (2) are shown in Fig-
ures 12 and 13. The advection and diffusion terms are obtained from the solution elements, while the local

Figure 10. Profiles of (a and c) normalized j and (b) square buoyancy frequency (N2) in the transition layer (TL). Profiles plotted versus height above the TL upper boundary. Profiles in
Figures 10a and 10c are normalized by subtracting the assumed deep diffusivity jINT, and dividing by the residual amplitude (peak value of the profile after jINT is removed). In Figure
10a, the solid black curve is a mean profile and the dashed red curve is an exponential fit to the mean profile. The green-dashed curve is a power-law fit to the mean profile below 10 m.
In Figures 10b and 10c, red profiles indicate high-stratification profiles (July–November 2008, July–October 2009). Blue profiles indicate low-stratification profiles from other months.
Note that Figure 10c displays the upper 20 m of the transition layer only. In Figure 10c, the thick cyan-dashed line (thick magenta dashed line) is the mean j profile for the low-
stratification (high-stratification) months in the top 20 m.

Figure 11. Diffusivity estimated from the least-squares solution at two locations within the transition layer (TL). The black line shows diffu-
sivities at the top of the TL (defined as the first depth bin greater than 10 m at which the square buoyancy frequency N2 is at least 10% of
its peak value). The light gray line shows diffusivities at the depth of peak N2. Whiskers indicate confidence bounds.
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storage is estimated as the difference between vertical profiles at the beginning and end of each monthly
interval (described in section 2.1). The profiles of estimated turbulent flux given by the least-squares solu-
tion, along with specified solar radiation, are shown in Figure 14.

In the h balance, the estimated local storage terms (black curves) are largest in the SL and TL (Figure 12),
reflecting the annual cycle of summer warming of a thin, stratified SL followed by cooling and deepening of
the TL in the fall and winter (Figure 2). In most months, the local storage term in the SL and TL is primarily
balanced by the combined convergence or divergence of turbulent flux and absorption of solar radiation
(both terms included in the green curve in Figure 12). In all months, the absorption of solar radiation adds
heat to the SL, as evident from the convergent downward radiative flux profiles (green curves in Figure
14a). In contrast, the turbulent flux of heat (red curves in Figure 14a) acts to remove heat from the SL in all
months. This is due to the downward export of heat from the SL to upper TL due to turbulent diffusion, and
the loss of heat at the surface to the atmosphere due to longwave, latent, and sensible components of sur-
face flux, which give the upper boundary condition for the turbulent flux of heat in each month (section
2.2.1). In summer, a net heating of the SL occurs because the turbulent loss of heat from the SL to the atmo-
sphere and TL is overwhelmed by the radiative absorption, while the opposite is true in autumn and winter
as the SL cools (Figure 14a). Figure 14a indicates that, under the assumption of type IA water, a significant
penetration of solar radiative flux to the TL occurs in the months May–August, which augments the heating
of the upper TL due to downward turbulent diffusion from the SL. The latter process exports heat from the
SL to progressively greater depths during each year as this layer increases in thickness, and is responsible

Figure 12. Estimated terms in the monthly upper-ocean potential temperature h balance (equation at top), (top) June 2008 to March 2009 and
(bottom) April 2009 to January 2010. In each month, vertical profiles of the resolved terms are plotted in an x coordinate system with origin at
the center of each month. Blue curves indicate horizontal advection, red curves vertical advection, green curves the convergence of turbulent
flux plus absorption of solar radiation, and black curves are the local tendency. Curves are plotted with the sign convention of the equation
above the top plot; i.e., positive red curve indicates an import of warm water/removal of cool water due to horizontal advection. Gray-dashed
lines indicate boundaries between vertical domains: SL 5 surface layer, TL 5 transition layer, and INT 5 interior region (section 2.2).
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for the maximum in the annual temperature cycle occurring at later times as depth increases (Figure 2;
PEC1).

In some months, vertical advection of heat (red curves in Figure 12) in the TL is of comparable magnitude
to the net convergence or divergence of turbulent flux and solar radiation there (e.g., July–November 2008
and September–October 2009). The presence of the maximum magnitude of the vertical advection term in
the TL reflects the estimated weakly divergent, hence nearly vertically constant, profiles of w deeper than
the SL and the large vertical gradients of h in the TL, especially in summer (Figure 2; PEC1). As will be dis-
cussed further in section 3.3.2, the net effect of this advection over the time series is an upwelling of cool
water; this upwelling is evident, in particular, in monthly h balances for July–August, October–November
2008, and September–October 2009 (Figure 12). Vertical advection of h is negligible in the SL due to weak
vertical gradients there.

Like vertical advection, horizontal advection of heat (blue curves in Figure 12) is also estimated to be an
important term in the TL and SL in some months. This is evident in the SL in June–August 2008 and
June 2009, and in the TL in July–October 2008 and June 2009. A net cooling in the SL or TL due to hori-
zontal advection is evident in the lower TL in October–November 2008 (Figure 12). However, as will be
shown in section 3.3.2, the net effect of this advection is small in the upper 120 m time-integrated bal-
ance. The balance of terms for h deeper than 120 m depth, which is not visible in Figure 12 due to the
small magnitude of all terms relative to those in the upper 120 m, will be discussed in the following
section.

In contrast to h, the terms that compose the estimated salinity balances during Seaglider surveys were
greatest in magnitude deeper than 100 m, where salinity dominates the density stratification (Figure 13). In

Figure 13. Estimated terms in the monthly upper-ocean salinity S balance (equation at top), (top) June 2008 to March 2009 and (bottom)
April 2009 to January 2010. Terms are plotted as for potential temperature in Figure 12, with the exception that the green curve represents
only the convergence of the turbulent flux of salt.
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this depth region, the observed local storage (black curve in Figure 13) during the Seaglider time series was
dominated by secular rather than annual-period variability, as evident in Figure 2. Both horizontal (blue
curves) and vertical (red curves) advection are estimated to be important to the salinity balance in the halo-
cline, while the estimated convergence of turbulent salt flux (green curves) is comparably much smaller
with the exception of the months January–April 2009, when the TL and associated large turbulent fluxes
extended into the upper halocline. The net local storage/removal of salt in the halocline is often estimated
to be the small difference between much larger horizontal and vertical advection (e.g., July 2008, June
2009). While the convergence of turbulent flux is generally secondary in the INT region, where it is assumed
jINT51025 m s21, close inspection of the green curves in Figure 13 reveals that this term consistently acts
to locally increase the salinity in the halocline above �125 m depth and decrease the salinity below this
depth.

Estimated S balance terms are small in the SL though are larger in the TL and increase in magnitude there
as the summer and fall progress, reflecting an increase in haline stratification in the TL (Figures 13 and 14b).
As with h, the observed local storage of S in the SL and TL is often primarily balanced by the net conver-
gence of the turbulent salt flux, with occasional important local contributions from horizontal or vertical
advection, especially in the TL (e.g., October 2009 in Figure 13). The estimated turbulent flux of salt does
not consistently act to remove or add salt to the SL in all months, in contrast to the consistent net removal
of heat there (Figure 14b). The salinity stratification is such that there is an upward turbulent flux of salt at
the base of the SL in all months, and an upward ‘‘virtual’’ flux of salt at the ocean surface by the boundary
condition (4) in most months, due to a relatively steady net surface moisture flux from atmosphere to the

Figure 14. Monthly profiles of (a) vertical turbulent and radiative heat fluxes and (b) turbulent salt fluxes. In Figure 14a, red curves are the
turbulent fluxes estimated by the least-squares solution, while green curves are the radiative flux profiles specified from observations. As
in Figure 1, profiles are, respectively, scaled in proportion to the thermal expansion/haline contraction coefficients appropriate for average
conditions at the surface, such that two curves of equal size in Figures 14a and 14b are approximately equal in their contribution to vertical
buoyancy flux. Dashed portions are within the surface layer, where fluxes are interpolated between the surface value and the top of the
transition layer (section 2.2.2).
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ocean, as will be shown below. The surface flux tends to be larger than that at the base of the SL in summer
and fall, when the SL is thin and salinity stratification at its base is weak, leading to a net freshening of the
SL due to turbulent flux (Figure 14b). The opposite is generally true in the fall and winter as the SL deepens
and the salinity stratification increases at its base, resulting in large upward turbulent fluxes of salt there
(alternately, downward fluxes of freshwater). The relative size of the curves in Figures 14b and 14a, which
are scaled such that a curves of equal size between the two plots in Figure 14 contribute equally to the tur-
bulent flux of buoyancy, indicates that turbulent flux of heat dominates the buoyancy flux in the SL and TL
with the exception of winter 2009.
3.3.2. Vertically Integrated Balances
The 120 m depth surface marks an approximate boundary between the permanent halocline and the
temperature-stratified upper ocean (Figure 1). Figure 15a shows the top 120 m heat balance, integrated in
time from the start of the Seaglider surveys (t0). This balance takes the form

Figure 15. Time-integrated balances of heat during the array time series for (a) the top 120 m and (b) halocline region. Black lines indicate
the record of observed heat content in each region [H(obs)]. Red-dashed lines indicate solution heat content [H(soln)]. Terms composing
H(soln) are also shown: blue lines indicate heat flux crossing the upper boundary of each zone (surface heat flux Q0 in Figure 15a, diffusion
at 120 m j120 in Figure 15b). Black-dashed lines show lower boundary heat flux (j120 in Figure 15a, j200 in Figure 15b). Solid green lines
indicate horizontal advection (Ah), dashed green lines indicate vertical advection (Av). These terms are defined for the top 120 m balance
by (13).
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Figure 16. Time-integrated balances of salinity during the array time series for (a) the top 120 m and (b) halocline region. In each plot,
black lines indicate the record of observed mean salinity in each region [S(obs)]. Red-dashed lines indicate solution mean salinity [S(soln)].
Terms composing S(soln) are also shown: blue lines indicate change in mean salinity due to salt flux crossing the upper boundary of each
zone (surface moisture flux (e-p) in Figure 16a, diffusion at 120 m j120 in Figure 16b). Black-dashed lines show change in mean salinity due
to lower boundary salt flux (j120 in Figure 16a, j200 in Figure 16b). Solid green lines indicate horizontal advection (Ah) and dashed green
lines indicate vertical advection (Av).
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where underbraces indicate the labels applied to each term in Figure 15a, and recall that QS is the short-
wave component of net surface heat flux into the ocean, whose time integral is denoted Q0. The balance
(13) omits the negligible absorption of solar radiation below 120 m. The observed top 120 m heat content
[H120ðtÞ, left-hand side of (13)] at the beginning and end of each monthly time interval is indicated by the
black line in Figure 15a. On the right-hand side of (13), the least-squares solution allows estimation of the
horizontal and vertical advective terms (Ah, Av) and turbulent diffusion at 120 m (j120), while Q0 is specified.
The sum of these terms, plus the heat content at the time series onset (final term on the right-hand side of
(13)), is the least-squares solution estimate of the top 120 m heat content time evolution. This is shown in
red in Figure 15a; other curves show the individual components Ah, Av, j120, and Q0.

The solution results show that the top 120 m heat balance is between surface fluxes, local storage, and ver-
tical advection during the Seaglider surveys at OSP (Figure 15a). The estimated net surface heat flux during
Seaglider surveys was 32.4 W m22 from the atmosphere to the ocean, while the upper 120 m warmed at an
average rate of 7.3 W m22. The least-squares solution estimate indicates that the offset between surface
fluxes and the observed storage of heat in the top 120 m is mainly closed by upwelling of cool water (Figure
15a). The net upwelling of cool water during the time series appears to result from the coincidence of
strong upwelling with strong vertical gradients in temperature in summer and fall: the strongest cooling
due to Av occurs in July–August 2008, and August–October 2009 (Figure 15a). In nearly all other months,
vertical advection has much less impact. Horizontal advection adds heat during the first half of the time
series (13.5 W m22, 10.4 W m22 of which is in the TL/SL), then removes heat (–10.6 W m22, 29.5 W m22 of
which is in the TL/SL), such that the net effect over the duration of the time series is weakly positive.

Figure 15b shows the results for a vertically integrated heat balance between 120 and 200 m depth. Esti-
mated horizontal advection of heat from the east (PEC1) accounts for nearly all of the observed temperature
changes in the halocline (Figure 15b). Upwelling removes some heat but is much less effective at cooling
this portion of the water column per unit vertical velocity because of weak vertical temperature gradients in
the salinity-stratified halocline (Figure 1, PEC1). Downward flux of heat into this zone from diffusion at
120 m is a secondary term. Turbulent diffusion at 200 m is very small, though this is a byproduct of the
assumed jINT51025 m2 s21 there.

In the top 120 m salt balance, both horizontal and vertical advection are important—the least-squares solu-
tion estimates indicate horizontal advection of fresh water from the south and east (PEC1) nearly cancels
upwelling of saline water and the upward diffusion of salt across the 120 m boundary, meaning the
observed changes in top 120 m salinity are approximately those given by the net moisture flux from the
atmosphere into the ocean, estimated to be 0.127 cm d21 during Seaglider surveys (Figure 16a). Deeper
than 120 m, vertical advection acts to increase the mean salinity, while horizontal advection and diffusive
transport at 120 m add freshwater during the time series (Figure 16b). Diffusion of salt at 200 m is estimated
to be a negligible term under the assumed jINT.

4. Discussion

4.1. Character of Balances
The estimated monthly balances of heat and salt during Seaglider surveys at OSP are consistent with previ-
ous observational studies in the southern GOA in that, within the SL and TL, turbulent flux, radiative absorp-
tion, and vertical advection terms generally dominate over horizontal advection in determining the local
storage of heat and salt [Denman and Miyake, 1973; Davis et al., 1981a; Large et al., 1986; Paduan and deS-
zoeke, 1986; Paduan and Niiler, 1993; Torruella, 1995; Ren and Riser, 2009; Cronin et al., 2015]. However, when
considering balances integrated vertically and through time, contrasts are apparent between this study and
the conceptual annual cycle discussed in section 1. First of all, the top 200 m was not in a steady state, with
a net heating and freshening observed in both the 0–120 m and 120–200 m depth ranges. The roles of hori-
zontal and vertical advection also differed from what was expected based on previous studies. Upwelling
rather than horizontal advection removed the excess heat input from the atmosphere to the top 120 m.
Horizontal advection was responsible for all of the net warming in the halocline, a small net heating in the
top 120 m, and imported relatively fresh water throughout the upper 200 m. This import of fresh water
helped to balance the input of saline water due to upwelling and diffusion.
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These departures from the con-
ventional balance took place
during a meander of the North
Pacific Current that allowed
water from the subtropical-
subarctic transitional domain
equatorward of OSP to reach the
Seaglider survey region (PEC1).
Figure 17 shows the orientation
of the meander at the begin-
ning, middle, and end of the sur-
veys (Figure 17a), along with
potential temperature and salin-
ity anomalies along a section
taken orthogonal to the mean
flow and along the main axis of
the meander through the WOA
2013 climatology (Figures 17b
and 17c). The anomalies are
computed on surfaces of con-
stant depth, relative to a section-
mean vertical profile. It is clear
that climatologically, water in
the transitional domain is uni-
formly warmer, fresher, and
therefore less dense along depth
surfaces in the top 200 m. A hor-
izontal displacement of transi-
tional domain water toward OSP
would be consistent with a hori-
zontal import of warm and fresh
water, as was estimated here,
and a downward vertical dis-
placement of isopycnals, as was
noted in PEC1. This supports the
idea that the meander of the
mean flow was the principal
source of the anomalous hori-
zontal fluxes of heat and salt
estimated in this study.

The role of vertical advection of heat and salt in depth-integrated balances was also in contrast to expecta-
tions, though its connection to the meander is less clear (see discussion in the following section). Fluctua-
tions of w during Seaglider surveys were important for generating monthly variations in vertical heat and
salt advection that were of opposite sign to the survey-average values; these had a significant impact on
the character of the total balances of potential temperature (salinity) in the seasonal thermocline (halocline),
where vertical gradients are large. It is likely that such variations would similarly impact the balances of
other, biogeochemically important tracers that have strong vertical gradients in the upper ocean (e.g., dis-
solved oxygen [Emerson, 1987] or nitrate [McClain et al., 1996]).

The results of this study are overall consistent with the concept that anomalous oceanic fluxes in the south-
ern GOA are responsible for frequent perturbations from the typical annual cycle at durations from a month
to a year or more. This has been inferred through comparison between surface inputs and oceanic storage
of heat and freshwater during the Weathership era at OSP [Tabata, 1965; Large, 1996] and in the Gulf of
Alaska during the Argo sampling period (2003-on) [Jackson et al., 2006], or from changes in the pycnocline,

Figure 17. (a) Time-varying orientation of the meander of the mean flow during Seaglider
(SG) surveys at Ocean Station Papa (OSP), illustrated by selected contours of seasonal-
average sea surface height [Pelland et al., 2016]. Section A-B is chosen to be orthogonal to
the direction of the mean flow and along the axis of meander growth. Surveys took place
within the shaded gray area. (b) Potential temperature h0 and (c) salinity S0 anomalies in
the upper 200 m along section A-B in the World Ocean Atlas 2013 (WOA13) climatology,
with contours of potential density. Anomalies are computed on depth surfaces relative to
a section-mean vertical profile.
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away from direct surface forcing, along Line P [Crawford et al., 2007]. Here, the details of these oceanic
fluxes could also be estimated due to persistent, depth-resolved sampling of spatial gradients at OSP.

4.2. Vertical Velocity and Diffusivity
Vertical velocity and diffusivity estimated by the least-squares solution are in accord with the magnitude
and vertical structure expected based on previous studies. For w, estimates in the GOA have relied on theo-
retical calculations based on wind-stress curl, numerical modeling results, or inferential approaches similar
to this study. As an example, the steady-state least-squares problem described by Matear [1993], which has
many similarities to this study, estimated w � 0:4 m d21 in the lower halocline, the upper boundary of the
domain considered by Matear [1993]. This is larger than the mean value in this study, but within the range
of monthly variability. Recently, Freeland [2013a] used the Argo array to estimate upwelling at 700 dbar
averaged across the central Gulf of Alaska that ranged from 0.02 to 0.12 m d21 from 2003 to 2010, similar
to the mean upwelling in the upper pycnocline estimated here. Other studies focusing on upwelling in the
main pycnocline indicate net positive w and steady state values between 0.003 and 0.4 m d21 [Tabata,
1965; Duce, 1986; Roden, 1991; de Baar et al., 1995; Matear and Wong, 1997], with monthly variability due to
wind stress curl as large as Oð1Þ m d21 [Tabata, 1965; McClain et al., 1996; Cummins and Lagerloef, 2002]
and upwelling induced by isopycnal rebound within anticyclonic eddies up to 0.7 m d21 [Johnson et al.,
2005; Nudds and Shore, 2011].

Monthly variability in the estimated upwelling during Seaglider surveys is partially explained by Ekman
pumping, but with greater-than-expected amplitude and significant residuals. One possible mechanism
accounting for the residuals is the forcing of vertical motion by mesoscale variability [Wang and Ikeda, 1997;
Shearman et al., 1999], associated in this instance with the meander illustrated in PEC1. Unfortunately, this
possibility cannot be quantitatively evaluated using, e.g., the quasi-geostrophic omega equation, because
this method requires second-order horizontal derivatives of density, which are not resolved by Seaglider
surveys at OSP [Pelland, 2015].

Vertical eddy diffusivity estimated by the least-squares problem was resolved well in the upper TL, where it
was estimated to play a dominant role in the vertical redistribution of heat and salt throughout the annual
cycle. Eddy diffusivity was consistently elevated at the base of the SL by up to 2 orders of magnitude rela-
tive to interior values, and decreased rapidly to the depth of maximum stratification. This is in excellent
agreement with microstructure measurements that span the upper-ocean boundary layer (e.g., Raymond
et al., [2004], their Figure 10; Lozovatsky et al. [2006], their Figure 7; Sun et al. [2013], their Figures 4, 6, and 9;
Fern�andez-Castro et al. [2014], their Figure 10). In this study, the rate of decrease with depth also showed
seasonal differences, which are not explored further but are possibly related to seasonal differences in
energy input or stratification in the upper TL [Grant and Belcher, 2011].

The monthly intervals in which turbulent flux is estimated in this study likely has the effect of vertically
smoothing the estimated diffusivity, since the turbulent flux is cast as proportional to j and the vertical gra-
dients of a mean monthly vertical profile of each property. Profiles of j determined over a shorter period
would likely exhibit vertical transitions that are at least as sharp as those determined here. As an example,
Rousseau et al. [2010] estimated vertical profiles of turbulent dissipation and diapycnal diffusivity from
microstructure profiling at OSP during 7–11 June 2007. The mean profile of diapycnal diffusivity (roughly
equivalent to the vertical diffusivity estimated in this study, given the nearly vertical gradient of density in
the upper ocean) shown in their Figure 1 exhibits a rapid extinction with depth until reaching the depth of
the maximum transition layer stratification at 60 m. The rate of decrease is approximately four decades over
25 m, nearly twice that observed in this study.

Seasonal variability was also evident in diffusivity profile amplitude in this study, consistent with the results
of Cronin et al. [2015]. These authors found that climatological diffusivity at the SL base (defined differently
than in this study) at OSP increased from �1 31024 m2 s21 in summer to �3 31024 m2 s21 in the fall. The
estimated increase in diffusivity from June–August to October–December during Seaglider surveys is
broadly consistent with the Cronin et al. [2015] results, albeit with a weaker seasonal amplitude.

The summer and fall values of heat flux at the SL base are in good agreement between this study and
Cronin et al. [2015], with values <100 W m22 of downward flux in summer increasing to �100 W m22 or
greater in September–November. Like this study, the Cronin et al. [2015] climatological downward heat
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fluxes at the base of the SL in December–February are estimated to be weaker than those in the fall, though
the amplitude of the seasonal variations in heat flux are much larger here. Results are also consistent in that
the turbulent flux of heat dominates the turbulent buoyancy flux at the SL base except during winter and
early spring.

The greatest disagreement between the Cronin et al. [2015] results and those of this study is in April, where
their climatology shows the largest turbulent heat flux and diffusivity at the base of the SL, in contrast to
weak heat flux and diffusivity estimated here. In both analyses, the uncertainties are largest during this
month (cf., confidence bounds on j in Figure 9). The effects of turbulence in the transition layer during the
restratification period warrant further observation given the importance of this period to annual balances of
biogeochemical tracers in the SL [Fassbender et al., 2016].

4.3. Model Validity
In any least-squares problem, assessing the validity of the assumptions underlying the governing system of
equations is as important as determining the confidence bounds on elements of the solution [Wunsch,
1978]. In this study, the governing tracer equations contain two important simplifications that arise from
limitations inherent to the Seaglider-mooring array deployed at OSP. First, the variables that compose the
balances (1)-(2) are assumed constant within each month. This time scale was chosen out of necessity in
order to match the time scale of the least-squares problem with the time required for Seagliders to effec-
tively survey the spatial domain surrounding the OSP mooring. This assumption smears over many storms
and abrupt changes in SL temperature or thickness that occur on time scales of 1–2 days [e.g., Davis et al.,
1981b; Large et al., 1986; Paduan and deSzoeke, 1986; Large and Crawford, 1995; Dohan and Davis, 2011].
Horizontal diffusion is also omitted, despite evidence of thermohaline fine structure in the halocline charac-
teristic of horizontal interleaving and, potentially, fine-scale cross-frontal heat and salt transport (PEC1). This
was done primarily because, in order to estimate convergence or divergence of cross-frontal transport, it is
necessary to compute the horizontal curvatures of h and S, which are not resolved by Seaglider surveys as
noted above.

The validity of a least-squares solution that includes the above simplifications can be assessed by weighing
the ability of the solution to account for real variability in the observed tracer fields, while also estimating
realistic velocity and diffusivity components [Olbers et al., 1985]. The results described here are in these
respects encouraging. Although the maximum solution residuals in each tracer balance were large, these
were much reduced when averaging over time or depth. At individual depth levels, the time-mean square
residual in the temperature and salinity records predicted by the solution vector was on average �20% of
the variance, consistent with the problem construction. When averaging over distinct vertical layers the
solution temperature and salinity accurately describes seasonal variability in the upper ocean and secular
variability in the halocline, while reproducing the observed bulk vertical thermal and haline stratification at
OSP in all months but one. The solution achieves this level of accuracy without excessive departure of the
solution elements (u, v, w, j) from a priori information or general expectations, suggesting that they are not
unduly compensating for the effect of omitted terms. Overall, these properties support the idea that the
terms contained in (1) and (2) are sufficient to account for bulk variations in heat and salt content at
monthly time scales at OSP.

As noted by Wunsch [1978, 1996], the governing equations can never be proven to be correct to the
exclusion of all other possibilities, but merely consistent with the observed data. Other solutions
obtained during the development of this study indicate that the conclusions are not particularly sensi-
tive to alternate combinations of physically realistic assumptions, at least within a limited range. Pelland
[2015] found that a similar least-squares problem that included horizontal advection due to specified,
monthly average horizontal Ekman flows in the vector ~b in (9) produced comparable results, reducing
the residuals in some tracer equations while increasing them in others. A formulation in which the
Ekman flows were implicitly included in the solution ~x , and the constraint (7) on wðz52HEk

j Þ was omit-
ted, also had comparable skill in explaining the observed variability (thickness-weighted NMSR of 0.191
for potential temperature, 0.215 for salinity, cf., section 3.1); the properties of the vertical velocity, diffu-
sivity, and character of the balances in this solution were negligibly different from those described here.
Ultimately, a solution without horizontal Ekman flows was preferred because it reduced the model com-
plexity without significantly worsening the fit to the data.
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The results are sensitive to altering the manner in which horizontal geostrophic advection is included in the
problem, or whether it is included at all, though in ways that support the assumptions and conclusions of
this study. Pelland [2015] found that formulating the problem with governing equations that excluded hori-
zontal advection entirely had poorer ability to explain the observed variability, especially deeper than 80 m,
indicating that horizontal advection must be invoked to explain the observed changes there. On the other
hand, assuming that the horizontal currents~ug estimated in PEC1 and the resulting advection were known
with small error such that they could be moved to the vector ~b also gave large residuals [Pelland, 2015].
This supports the choice to include u and v as unknowns in this problem.

5. Conclusions

While tracer balances at OSP are often approximated for short periods as being dominated by vertical fluxes
and local storage, seasonal and transient horizontal advection of heat and salt are in fact important. This
study demonstrates that this advection can take different forms in different years, and can have varying
impacts in different vertical layers of the upper ocean. A complete diagnosis of the monthly balances of
heat and salt during Seaglider surveys at OSP would not have been possible without information regarding
horizontal spatial gradients. Autonomous vehicle surveys provide one strategy for persistently sampling
these gradients at OSP and other time series sites.

Horizontal gradients measured by these surveys also allowed for inference of unmeasured vertical velocity
and depth-resolved eddy diffusivity in the upper ocean over more than one annual cycle, which had not
been previously achieved from observations at OSP. These quantities play a critical role in the vertical
exchange of physical tracers, nutrients, and dissolved gases between the well-mixed surface layer and strati-
fied interior. Results of this study emphasize that vertical velocity and diffusivity exhibit meaningful varia-
tions with time and, for diffusivity, with depth in the stratified upper ocean. Accounting for these variations
in a realistic manner is likely to be important for the accurate diagnosis of the balances of biogeochemical
tracers and isolation of the effects of net biological productivity, respiration, or calcification [e.g., Bushinsky
and Emerson, 2015; Fassbender et al., 2016].

Continued observational monitoring of advective and diffusive transports at OSP is critical for further under-
standing of tracer balances there, especially in light of recent interannual anomalies in sea surface tempera-
ture [Whitney, 2015; Bond et al., 2015], and evidence of long-term trends in stratification, alterations to the
annual cycle of surface mixing, and consequent possible changes in the availability of nutrients to the sur-
face ocean at OSP [Freeland et al., 1997; Freeland and Cummins, 2005; Li et al., 2005; Jackson et al., 2009;
Freeland, 2013b, though see Thomson and Fine, 2009]. We note that there has as yet been no large-scale,
systematic attempt to test the conceptual annual cycle described in section 1, or investigate the detailed
phenomenology of the recent warm anomaly, by closing the heat and salt balances including the effects of
advection using observations in the GOA over several years. At OSP, the ongoing glider-moored observa-
tions as part of the National Science Foundation-supported Ocean Observatories Initiative (OOI) array could
potentially extend the results of this study by resolving heat, freshwater, and other tracer balances at finer
temporal scales. Results here and in PEC1 indicate that future autonomous measurements at OSP should
concentrate on accurate and higher-frequency measurement of horizontal gradients and, if possible, inde-
pendent measurement of vertical turbulent flux in order to more fully constrain the upper-ocean heat and
salt balances over the annual cycle. If deployed for a sufficient period of time this array may be able to offer
insight regarding outstanding questions in the southern GOA such as the role of high-frequency advection,
mechanisms accounting for vertical motion in the main pycnocline, the nature of climatological seasonal
cooling, and processes in the surface boundary layer during the restratification period.

Appendix A: Surface Fluxes Details and Remote Sensing Data

Latent and sensible heat fluxes were computed from NOAA OCS buoy data using the Coupled Ocean-
Atmosphere Response Experiment (COARE) 3.0 algorithm [Fairall et al., 2003] with warm layer and cool-skin
corrections, while net solar and longwave radiation were estimated using the measured downwelling values
and a seasonal cycle for surface albedo based on the ISCCP project [Zhang et al., 2004]. Rain gauge meas-
urements were corrected for wind effects following Serra et al. [2001], while evaporation was estimated
using estimated latent heat flux and buoy-measured sea surface temperature.
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During Seaglider surveys at OSP, a mooring line failure occurred on 11 November 2008, and mooring surface
fluxes were unavailable from that date until redeployment on 14 June 2009. During this and any other gaps
in surface fluxes due to buoy hardware failures, daily-average latent and sensible heat fluxes were obtained
from the OAFLUX data set [Yu and Weller, 2007]. Data provided by ISCCP, also hosted at the OAFLUX website,
were used to estimate surface radiative fluxes. These data were provided on a 18 grid at daily resolution.

Corrections were applied to two components of the OAFLUX/ISCCP surface heat fluxes to improve agree-
ment with the moored time series, under the reasoning that the in situ sampling of the mooring is less likely
to be biased, and to ensure consistency in the surface flux products that were used in the least-squares
problem. Comparison of the ISCCP estimates of net upward longwave radiative flux to daily-average OCS
buoy-based measurements during periods of overlap in 2007–2009 indicated a bias of 211.0 6 6.5 W m22

(ISCCP minus buoy). This bias was removed prior to application of the product to this study. The 2007–2009
overlap period used to evaluate this bias corresponds to the availability of ISCCP data, and the confidence
interval is 95% based on a Student’s t distribution with 24 degrees of freedom, which is the number of
months of continuous data coverage overlap between ISCCP and OCS mooring. This is a conservative num-
ber of degrees of freedom, since daily longwave fluxes in the ISCCP product were found to have an e-fold-
ing decorrelation time scale of a few days (data not shown).

Similarly, OAFLUX sensible heat flux estimates were found to have a bias of 26.4 6 2.6 W m22 relative to
buoy-based estimates. Latent heat fluxes from OAFLUX and ISCCP net shortwave radiation were not found
to have significant biases within the period of overlap with the OCS buoy, and these components of the net
surface heat flux were not corrected. After removal of the above biases, the resulting monthly average net
heat flux from OAFLUX 1 ISCCP had a bias relative to the buoy of 0.8 W m22 and RMS difference of 18.3 W
m22 during periods of overlap. By comparison, RMS monthly average net surface heat flux measured from
the mooring was 108 W m22 during the period 2007–2009.

Net moisture flux during mooring absence was estimated as the difference between OAFLUX net surface
evaporation and GPCP 1DD V1.2 daily precipitation estimates [Huffman et al., 2001]. Similar to the heat flux
components as described above, monthly average precipitation estimates from the GPCP product were
compared to those of the OCS mooring during periods of overlap between the instruments in the years
2007–2013. The period of comparison was extended beyond the glider survey period in order to increase
the amount of overlap between the instruments and reliability of the bias estimate, assuming that the bias
is constant through time. Here, monthly rather than daily averages were compared due to the large number
of zero values in precipitation data. The monthly average GPCP estimates of precipitation PGPCP were found
to generally overestimate the precipitation relative to the mooring. Estimates of PGPCP (units of cm d21)
were corrected according to

PGPCP;cor50:6643PGPCP10:0375; (A1)

which was determined from a linear least-squares fit to mooring monthly average P versus PGPCP. Similarly,
OAFLUX evaporation EOA (cm d21) was corrected according to

EOA;cor51:0125EOA20:0168: (A2)

Following these adjustments, the RMS disagreement between monthly average evaporation E minus pre-
cipitation P estimated from the OCS mooring and from the OAFLUX and GPCP products was 0.077 cm d21.
By comparison, RMS monthly average net moisture flux measured from the mooring was 0.156 cm d21 dur-
ing 2007–2009.

Appendix B: Solution Diagnostics

The ‘‘Problem LSI/LDP’’ algorithm [Lawson and Hanson, 1974] used to solve the system (9) subject to the
constraints (10) involves computing the singular value decomposition of the matrix G5W1=2A:

G5USVT; (B1)

where U and V are orthogonal matrices, respectively, describing the column and row space of G, and S is a
diagonal matrix of singular values. The spectrum of singular values obtained from (B1), ordered by decreas-
ing value, is shown in Figure B1a. This spectrum is a useful diagnostic of the properties of matrix G because,
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if this matrix were not full rank, the singular value spectrum would exhibit an abrupt drop off beyond the
smallest resolved singular value [e.g., Anokhin et al., 2008, their Figure 9]. Singular values smaller than such
a drop off contribute significantly to the amplitude of the solution, but draw their information primarily
from noise in the input data [Olbers et al., 1985]. However, the absence of any abrupt drop off in the spec-
trum of Figure B1a suggests that the matrix G is of full rank and that all singular values are well-resolved
[Hogg, 1987; Zhang and Hogg, 1992].

An additional useful diagnostic of the system (9) is a Levenberg-Marquardt (L-M) stability analysis, results of
which are shown in Figure B1b. This analysis assesses the sensitivity of the residual norm and solution norm
to the L-M cutoff parameter kc, where singular values comparable to or smaller than the given kc are filtered
out of the solution [Zhang and Hogg, 1992; Hautala and Riser, 1993; Anokhin et al., 2008; Lawson and Hanson,
1974, pp. 190–198]. Hence, as kc increases in size, only the lowest modes (greatest singular values) of the
solution are retained. In the case that G is not full rank, as kc decreases below the level of the smallest signif-
icant singular value, the norm of the solution vector increases without any corresponding benefit in
decrease of the residual norm [e.g., Lawson and Hanson, 1974, their Figure 26.2]. However, such a pleateau
in the L-M diagram is not apparent in Figure B1b. Based on these diagnostics, we conclude that G is of full
rank, and the solution was obtained using Problem LSI/LDP while retaining all singular values in (B1).

The parameter resolution (VVT) and data resolution (UUT) matrices (not shown) were approximately diago-
nal with all diagonal elements> 0.99. This indicates that the solution parameters are independently
resolved and all equations contribute information to the solution, respectively [Wiggins, 1972; Wunsch,
1978]. The covariance matrix for errors on the vector~x of the solution elements, hd~xd~x Ti, was estimated as
[Zhang and Hogg, 1992; Lawson and Hanson, 1974, pp. 67–68]

hd~xd~x Ti5 ~�T~�

m2n
VS22VT
� �

(B2)

where m and n are, respectively, the number of rows and columns of A. The vector of confidence bounds

on the solution elements was then estimated as t21
CDFð0:975;m2nÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
diag hd~xd~x Ti

	 
r
, where t21

CDFðp; mÞ is

the inverse Student’s t cumulative distribution evaluated at probability p and with degrees of freedom m
[Hautala and Riser, 1993; Anokhin et al., 2008].
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